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A finite volume method is used to study the generation, propagation and interaction
of internal waves in a linearly stratified fluid. The internal waves were generated using
single and multiple momentum sources. The full unsteady equations of motion were
solved using a simple scheme on a non-staggered grid. An open boundary, based
on the Sommerfield radiation condition, allowed waves to propagate through the
computational boundaries with minimum reflection and distortion. For the case of a
single momentum source, the effects of viscosity and nonlinearity on the generation
and propagation of internal waves were investigated.

Internal wave–wave interactions between two wave rays were studied using two
momentum sources. The rays generated travelled out from the sources and intersected
in interaction regions where nonlinear interactions caused the waves to break. When
two rays had identical properties but opposite horizontal phase velocities (symmetric
interaction), the interactions were not described by a triad interaction mechanism.
Instead, energy was transferred to smaller wavelengths and, a few periods later, to
standing evanescent modes in multiples of the primary frequency (greater than the
ambient buoyancy frequencies) in the interaction region. The accumulation of the
energy caused by these trapped modes within the interaction region resulted in the
overturning of the density field. When the two rays had different properties (apart
from the multiples of the forcing frequencies) the divisions of the forcing frequencies
as well as the combination of the different frequencies were observed within the
interaction region.

The model was validated by comparing the results with those from experimental
studies. Further, the energy balance was conserved and the dissipation of energy was
shown to be related to the degree of nonlinear interaction.

1. Introduction
Overturning of internal waves and the resulting turbulence play an important role

in the microscale dynamics of the atmosphere and the oceans (Gregg 1989; Fritts
1989). In the atmosphere, the generation of turbulence by the overturning of internal
waves is a primary cause of clear air turbulence and a major source of internal
mixing (Pao & Goldberg 1969). In the oceans and lakes, a range of instabilities lead
to subsurface mixing including shear instabilities, convective instabilities, wave-shear
instabilities, critical layer absorption, and wave–wave instabilities (Thorpe 1987a;
Imberger & Ivey 1991; Imberger & Patterson 1990). The common feature of these
sources of instabilities is an exchange between mean or wave kinetic energy and
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potential energy, after which time smaller-scale instabilities induce mixing causing an
adjustment of the potential energy of the water column (Imberger & Ivey 1991).

Numerous experimental investigations of internal wave generation by bodies of
finite dimensions with various shapes and motions have been reported. Monochro-
matic oscillations of a cylinder (Mowbray & Rarity 1967) and a sphere (McLaren,
Pierce & Murphy 1973), impulsive oscillation of a cylinder (Stevenson 1973), and free
motion of a displaced solid (Larsen 1969) and fluid sphere (McLaren et al. 1973),
have been investigated. By contrast, numerical studies have considered the generation
of internal waves by an oscillating bluff rectangular body (Liu 1989) and streamlined
bodies (Nicolaou 1987).

Mowbray & Rarity (1967) considered the far-field wave system. Their shadowgraph
and schlieren photographs of the phase configuration of the waves in a uniformly
stratified fluid confirmed the fundamental results of the linear theory. Their inviscid
and linear analysis showed that when a localized source oscillated with a fixed
frequency ω in a stably stratified fluid of constant buoyancy frequency N, it generated
an internal wave system forming a cross-wave in a vertical plane which radiated energy
along cross-arms (rays) into the fluid. The rays had constant width and were inclined
to the horizontal at the angle θ = arcsin (ω/N). These experiments are of general
interest because they illustrated that the group and phase velocities of internal waves
were perpendicular. Hurley (1969) found explicit solutions for slender cylinders having
arbitrary cross-sections and demonstrated that one quarter of the power was radiated
in each of four directions.

The inviscid analysis led to the result that the arms of the energy propaga-
tion had a constant width, but experiments showed that the arms widened with
distance from the body. The viscous similarity solutions found by Thomas & Steven-
son (1972) for a stratified fluid with a constant buoyancy frequency showed that
viscosity widened the arms of the cross-wave and attenuated the amplitude. Vis-
cous effects on internal cross-waves have been further analysed by Law, Peat &
Stevenson (1982) and Peters (1985). Good agreement was found between the re-
sults of these experiments and the linear theory of Thomas & Stevenson (1972).
Gordon, Klement & Stevenson (1975) extended the theory to a fluid with a vari-
able buoyancy frequency N. The variation in the background buoyancy frequency
produced curvature in the cross-arms. Peat (1978) found a similarity solution for
a viscous rotating stratified fluid and showed that the cross-arm widths increase
with distance from the source and the disturbance decays in amplitude along the
rays, similar to non-rotating fluid. Nicolaou, Liu & Stevenson (1993) investigated
a shear flow with a variable buoyancy frequency N and demonstrated how the
reflection at a caustic modified the waves which then developed into thermocline
waves.

Liu (1989) studied flow in a theoretically infinite physical domain. However, in order
to carry out the computation, it was necessary to have a finite computational domain.
The remedy adopted was to confine the computation to a domain bounded by artificial
or computational boundaries, which would be referred to as open boundaries. The
boundary conditions were established to allow the waves generated in the interior of
the computational domain to propagate out of the boundary with the least influence
on the flow inside the boundary. Liu’s (1989) prescription of the open boundary
conditions was similar to that used by Hirt & Cook (1972). In addition, Liu (1989)
found that the open boundary conditions used by Orlanski (1976), Han, Meng &
Innis (1983) and Pyret (1981) tended to produce both very severe numerical reflections
and instabilities in the Marker and Cell (MAC) numerical method.
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Appleby & Crighton (1987) studied waves generated by a pulsating sphere, an
oscillating cylinder and an oscillating sphere. They found that the waves have the
same angle of propagation and parallel unchanging wave fronts between characteristic
surfaces tangent to the body, although with different wavelengths. Therefore, any
localized source of energy can generate internal waves with such a structure. The
present model uses a momentum source F sinωtf(x, y) to generate internal waves,
where f(x, y) represents the momentum source domain. Such an approach obviates
the need to use boundary conditions for the rigid wall of the wave source.

1.1. Internal wave–wave interactions

Resonant triad interactions are a significant mechanism in energy transfer to other
modes and have been widely investigated. A triad interaction of internal waves
redistributes energy and momentum among different wave components. According
to weak interaction theory, the conditions for a resonant triad interaction are that
(Phillips 1966)

K2 ±K3 = K1, ω2 ± ω3 = ω1, (1.1)

and that all frequencies satisfy the dispersion relation ωi = Ωi(Ki), where Ki = (kx, ky,
kz)i is the wavenumber vector and ωi is the wave frequency.

The concept of nonlinear resonant interaction in a fluid dynamical context was
introduced by Phillips (1960). Hasselmann (1962, 1966) derived a general wave–wave
resonance theory of a continuous homogeneous weakly interacting random wave field.
Bretherton (1964) investigated a mathematical basis for resonant interaction using
a one-dimensional model equation. Davis & Acrivos (1967) first demonstrated the
importance of nonlinear resonant interactions in inducing internal wave instabilities.
Simmons (1969) simplified the interaction equations for weak, resonant wave interac-
tions by slowly modulating the wave amplitude and phase angle, keeping frequency
and wavenumber constant. Martin, Simmons & Wunsch (1972) were able to gener-
ate as many as five resonant triads from a single primary internal wave, each triad
having the original internal wave included, leading them to conclude that resonant
triad interactions are an important mechanism for transferring energy from a driving
frequency to higher frequencies. McEwan (1973) crossed two beams of internal waves
of different amplitude and frequency. The intense density gradients, or traumata,
which preceded turbulence, were found to be due to strong nonlinearity in isopycnal
distortion. Thorpe (1987b) considered resonant triad interaction of incident and re-
flected waves at a uniform slope and showed that nonlinear second- and third-order
resonances occurred between incident and reflected waves, leading to regions of static
instability off the slope.

The interaction of two internal wave rays has been studied theoretically by Kistovich
& Chashechkin (1991) and experimentally by Chashechkin & Neklyudov (1990). Their
spectral analysis indicated that the signals within the interaction region contained
not only components at the original frequencies ω1 and ω2, but also at the difference
frequency |ω1−ω2| and at the combination frequencies 2ω1−ω2, 2ω2−ω1, 3ω1−2ω2

and so on.
Nonlinear non-resonant interactions have received little attention, even though they

can transfer energy to frequencies higher than the buoyancy frequency. Therefore,
the aim of this paper is to show that two intersecting beams of internal waves
can transfer energy to the multiples, the divisions and the differences of the forcing
frequencies, and also to show that the density field within the interaction region
becomes unstable by transferring energy to standing higher evanescent modes rather
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than by resonant triad interaction. The effects of nonlinearity on the generation,
propagation and reflection of internal waves also described in this study are used to
choose the optimum parameters for the nonlinear model.

The governing equations for this study were solved using a simple scheme (Patankar
1980) on a non-staggered grid using a two-dimensional finite volume method (Arm-
field 1991, 1994) with open boundary conditions based on a Sommerfield radiation
condition. The code was validated and a good energy balance was obtained. Lin et
al. (1993) and Lombard & Riley (1994) pointed out that the instability that leads to
wave overturning could be three-dimensional. Therefore, this two-dimensional model
focuses strongly on the initiation of the wave overturning and the results reveal the
fundamentals of the instability.

2. Governing equations and numerical model
The conservation equations of momentum, mass and volume are expressed in

Euclidean coordinates (x, y) with corresponding velocity components (u, v) as follows:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= − 1

ρo

∂p

∂x
+ ν∇2u, (2.1)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
= − 1

ρo

∂p

∂y
− ρ

ρo
g + ν∇2v + F sin (ωt)(f1(x, y) + f2(x, y)), (2.2)

∂ρ

∂t
+ u

∂ρ

∂x
+ v

∂ρ

∂y
+ v

dρ̂

dy
= κ∇2ρ, (2.3)

∂u

∂x
+
∂v

∂y
= 0, (2.4)

where t is the time, ρ, ρ̂ and ρo are the fluctuating, background and reference densities
respectively, ν is the coefficient of kinematic viscosity, κ is the coefficient of molecular
diffusivity, Ff1(x, y) sinωt and Ff2(x, y) sinωt are the momentum sources used to
generate two internal wave beams, F is the amplitude of the momentum sources, ω
is the frequency of the momentum sources and fi(x, y) are the localization functions
given by

fi(x, y) =

{
cos kx(x−Xi) exp (−300|kx(y − Yi)|3) if kx|x−Xi| 6 3π/2

0 otherwise,
(2.5)

in which kx is the horizontal wavenumber of the standing-wave-like momentum source
and Xi and Yi are the horizontal and vertical locations of the momentum sources re-
spectively. The localization function imposes a standing-wave-like momentum source
with a horizontal wavenumber of kx and amplitude of exp (−300|kx(y−Yi)|3). Because,
the superposition of four pairs of travelling waves with frequency ω and −ω, and
wavenumber vectors (kx, ky), (−kx, ky), (kx,−ky) and (−kx,−ky) can yield this standing
wave, it can be expected that this momentum source will generate those travelling
waves. The vertical wavenumber can be estimated by using the linear dispersion
relation:

ky = kx
√
N2/ω2 − 1. (2.6)
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In order to scale the equations we introduce a characteristic time scale ω−1 and
length scale k−1

x and define non-dimensional variables as follows:

u′ =
u

F/ω
, v′ =

v

F/ω
, x′ =

x

k−1
x

, y′ =
y

k−1
x

,

t′ =
t

ω−1
, ρ′ =

ρ

(ρoF/g)
, p′ =

p

ρoFk−1
x

.

Substituting these variables into (2.1) to (2.4) and dropping the primes, we obtain the
following non-dimensional equations:

∂u

∂t
+ Ke

[
u
∂u

∂x
+ v

∂u

∂y

]
= −∂p

∂x
+ Re−1∇2u, (2.7)

∂v

∂t
+ Ke

[
u
∂v

∂x
+ v

∂v

∂y

]
= −∂p

∂y
− ρ+ Re−1∇2v + sin (t)(f1(x, y) + f2(x, y)), (2.8)

∂ρ
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+ Ke
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u
∂ρ
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∂ρ

∂y
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= Rimv + Re−1Pr−1∇2ρ, (2.9)

∂u

∂x
+
∂v
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= 0, (2.10)

where

Rim =
(−g/ρo)(dρ̂/dy)

ω2
=

[
N

ω

]2

, Ke =
Fkx

ω2
,

Pr =
ν

κ
, Re =

ω

k2
xν
, ∇2 =

∂2

∂x2
+

∂2

∂y2
,

 (2.11)

and where N = (g/ρo|dρ̂/dy|)1/2 is the buoyancy frequency. The Keulegan number
Ke represents the ratio of the period of oscillation to the time taken for an eddy
to roll up. Therefore, for large Keulegan numbers the period of oscillation is large
compared to the time taken for eddies to roll up implying the importance of the
advective acceleration terms. By contrast, the Reynolds number is the ratio of the
time scales: 1/k2

xν and ω−1.
The study of waves in isolation requires an open boundary to allow waves to

freely propagate through the boundary. Simple extrapolation formulae, Newtonian
and viscous damping, one-sided differencing methods and the Sommerfield radiation
condition have been developed to satisfy this requirement. The Sommerfield radiation
condition has been used widely in theoretical studies because the dispersion charac-
teristics of the waves are then known. Using this approach, to ensure waves propagate
unchanged, it is necessary to specify at the boundary (Han et al. 1983)

∂φ

∂t
+ c

∂φ

∂x
= 0, (2.12)

where φ is any flow variable and c is the local phase speed of the waves. If φ is
expressed as a two-dimensional plane wave

φ = φoe
i(kxx+kyy−ωt), (2.13)
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Open boundary

A

A

B

B

Solid boundary reflected ray path
(with no reflection for the open boundary)

Figure 1. The configuration used to estimate the reflection coefficient from the open boundary.

the following relationships are valid:

∂φ

∂t
+ cx

∂φ

∂x
= 0,

∂φ

∂t
+ cy

∂φ

∂y
= 0, (2.14)

where cx = ω/kx and cy = ω/ky . No reflection takes place with this boundary
condition, provided the propagation speed c in (2.12) is the component normal to the
boundary.

This formulation requires nonlinear advective transport effects to be absent and
the waves to be locally planar, giving each point a unique phase speed. As the
small scales in this study are contained in the interaction region and do not prop-
agate to the boundaries, it is thus unnecessary to have a scheme that allows for
the passage of higher harmonics. In addition, Ke was reduced in the near boundary
region to ensure that the waves at the boundary were at most only weakly nonlin-
ear. Different size domains were used to ensure that the boundary conditions did
not influence the solution. Additionally, in order to evaluate the reflection from the
open boundary we conducted a few simulations for different degrees of nonlinearity
(Ke = 0.025, 0.05, 0.1, 0.2, 0.3 and 0.4). The Reynolds, Prandtl and model Richardson
numbers were kept at Re = 25 000, Pr = 7 and Rim = 2.5, respectively. The compu-
tational domain consisted of 161 × 281 uniform cells with non-dimensional size of
∆x = ∆y = 2π/20. A time step of 2π/2000 was chosen and the momentum source
was located at (0.3Lx, 0.5Ly) where the Lx and Ly are the length and width of the
computational domain, respectively. The reflection coefficient, which was defined as
the ratio of the energy flux density of the waves inside the boundary to that of the
incident waves (figure 1), was increased from 0.3% for Keulegan numbers of less
than 0.2 to 0.9% at Ke = 0.4 (figure 2). Therefore, in our simulations, the Keulegan
number was limited to less than Ke = 0.4 to ensure that the reflected waves had
only a minor influence on the solution. The radiation condition given above may
only be used for locally plane waves with outward normal group velocity. The use
of a relatively peaked wavenumber source term ensures that this boundary condition
performs well here.
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Figure 2. Reflection coefficient plot for the different Keulegan numbers. The reflected energy flux
density from the open boundary is less than 1% for the simulated cases.

Reynolds number 25 000 25 000 25 000 25 000 10 000 4000 1600
Keulegan number 0.1 0.05 0.025 0.0125 0.0125 0.0125 0.0125
Ray width lr/2π 0.70 0.70 0.70 0.70 0.76 0.82 0.89
Wave amplitude ζ 0.51 0.51 0.51 0.51 0.49 0.39 0.25
Angle of propagation 45 45 45 45 45 45 45
(deg.)

Table 1. Wavelength at the equal distance from the momentum source for different Reynolds and
Keulegan numbers.

3. Discussion
3.1. The effects of viscosity and nonlinearity on the generation and propagation of

internal waves

Results are presented for a computational domain of 132 × 132 uniform cells with
non-dimensional size ∆x = ∆y = 0.12π and a time step of ∆t = 2π/1000. A single
momentum source (e.g. f2(x, y) = 0) was located at the centre of the domain. Because
a third-order quick scheme can lead to a numerically dissipative system, a grid
dependence test was carried out. Theoretically the dissipation associated with such a
quick scheme is Keu∆x3/24, which for this flow and mesh was typically less than one
eighth of the molecular diffusion. Similar tests were carried out to ensure time step
independence. We also conducted tests on domains of different sizes to ensure that
the boundary conditions did not influence the solution in the interior of the domain.

To determine the effect of viscosity, simulations were performed using different
Reynolds numbers. The non-dimensional parameters were chosen as follows: Pr = 7,
Rim = 2, Re = 25 000, 10 000, 4000 and 1600, and Ke = 0.0125. The simulations
were performed for eleven wave periods (T ) and the results for the highest and
lowest Reynolds numbers are presented in figure 3. Waveforms at cross-section AA
are shown at the top of each plot; the horizontal and vertical axes are in terms
of the non-dimensional length and velocity scale, respectively. The ray width lr and
wave amplitude ζ along the cross-section AA for the Reynolds and Keulegan numbers
range simulated are given in table 1; the width increased and amplitude decreased with
decreasing Reynolds number and increasing distance from the source. The numerical
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Figure 3. Velocity vectors and velocity contour plots for the internal wave, Rim = 2, Ke = 0.0125,
Pr = 7. The Reynolds numbers are (a) 25 000 (b) 1600. The ray width decreases as the Reynolds
number increases. The ray width is defined as the distance between the first zero crossings on either
side of the ray centre.
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Figure 4. The wavelength and wave amplitude variation with Reynolds number Re. The wave
width decreases and wave amplitude increases as the Reynolds number increases.

results confirm, as shown in figure 4, the relationship first established by Thomas &
Stevenson (1972):

lr/2π = 0.584 + 3.647× Re−1/3, (3.1)

ζ/2π = 0.570− 3.75× 10−4 × Re2/3. (3.2)

The influence of the nonlinear advective terms was investigated by carrying out
simulations for the range of Keulegan numbers: Ke = 0.1, 0.05, 0.025 and 0.0125 and
a large Reynolds number of 25 000 (Pr and Rim are the same as in the previous
simulations). The results were insensitive to such small changes of the Keulegan
number and all were similar to the previous results for that Reynolds number
(table 1).

In order to obtain higher Keulegan numbers and greater nonlinearity, the Reynolds
number was reduced to 5000. Figure 5 contains the velocity vector plots for Ke = 0.1,
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Figure 5. Velocity vector plots for the internal wave, Rim = 2, Re = 5000, Pr = 7. The Keulegan
numbers are (a) 0.1, (b) 0.4. The angle of the ray to the horizontal increases as the nonlinearity
becomes stronger.

Keulegan number 0.1 0.2 0.3 0.4
BC/2π 3.88 3.80 3.72 3.64
AB/2π 3.96 3.96 3.96 3.96
tan θ = AB/BC 1.021 1.042 1.064 1.087
θ (deg.) 45.60 46.18 46.78 47.40

Table 2. The angle of the ray to the horizontal for different Keulegan numbers.

and 0.4. The Pr and Rim were the same as in the previous simulations. Table 2
indicates that the angle to the horizontal increases slightly (about 2◦) with increasing
Keulegan number, which implies that the effective vertical wavenumber is increased
slightly, but the horizontal wavelength remained unchanged. The small decrease in
wave amplitude with increasing Keulegan number is probably due to less efficient
wave generation of the source.

3.2. Symmetric and non-symmetric wave–wave interaction

The spatial domain was discretized with 240 × 160 uniform cells leading to a non-
dimensional mesh size of ∆x = ∆y = 2π/20. The parameter values were: Re = 25 000,
Ke = 0.1, 0.375, Rim = 2.5, Pr = 7. The two momentum sources were located at
(0.35Lx, 0.50Ly) and (0.65Lx, 0.50Ly) (figure 6). Velocity vector plots are shown in
figure 6 for Ke = 0.1, ten wave periods after start up. The rays generated travelled
out from the sources and the wave energy was transported along the ray path at the
group velocity. The rays intersected in two interaction regions (figure 6); only the
results from the lower interaction region are presented here.

In order to understand the interaction in the overturn region, it is useful to first
discuss the flow field. Figures 7 and 8 contain a sequence of plots depicting the
evolution of the wave interaction with time T , where the time is in wave periods
(T = t/2π). The velocity field is indicated by vectors, the density field by contour
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Open boundary conditions

Upper interaction region

Generation regionGeneration region

Lower interaction region

Interference fringe

Figure 6. Velocity vector plots on every second grid point for the internal wave, Rim = 2.5, Ke = 0.1,
Pr = 7 and Re = 25 000, at time T = 10. Two momentum sources are used to generate internal
waves.

(a) (b) (c)

(d ) (e) ( f )

Figure 7. Velocity vectors and density contours, Rim = 2.5, Ke = 0.375, Pr = 7 and Re = 25 000.
Times are (a) 5, (b) 5.2, (c) 5.4, (d) 5.6, (e) 5.8 and (f) 6. Stagnation points propagate vertically
upwards within the intersection region.
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(a) (b) (c)

(d ) (e) ( f )

Figure 8. Velocity vectors and density contours, Rim = 2.5, Ke = 0.375, Pr = 7 and Re = 25 000.
Shading indicates regions of density overturning. Times are (a) 4, (b) 6, (c) 8, (d) 10.2, (e) 11.1 and
(f) 11.9. Density overturning occurs when the wave has reached a high amplitude.

lines, and shading is used to indicate regions of density overturning (i.e. where
d(ρ+ ρ̂)/dy > 0).

The linear superposition of two plane monochromatic waves of identical properties
but opposite horizontal phase velocities

exp [i(kxx+ kyy − ωt)] + exp [i(−kxx+ kyy − ωt)] (3.3)

yields a modulated plane wave

2 cos (kxx) exp [i(kyy − ωt)], (3.4)

the cosine amplitude modulation accounting for interference fringes. The velocity field
exhibits stagnation points on the nodes of interference fringes (figure 6) propagating
vertically upwards within the intersection region (figure 7).

The plots also indicate that the amplitude of the resultant wave, which propagates
vertically within the interaction region, increases with time until a density overturning
occurs. The first instability became visible at time T = 10.2. Prior to this time, the
internal wave field was symmetrical about the vertical centreline of the interaction
region, indicating that the flow region was basically two-dimensional while it remained
stable (figure 8). With the overturning of the waves symmetry is lost (figure 8d) and
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Figure 9. Horizontal and vertical velocities and density fluctuations along the centreline of the
interaction region, Rim = 2.5, Ke = 0.375, Pr = 7 and Re = 25 000. Times are (a) 6.0, (b) 8.0,
(c) 10.0, (d) 11.0 and (e) 12.0. Phase difference between the density and velocity fluctuations changes
with the presence of the higher modes.

the flow becomes three-dimensional (Lin et al. 1993; Lombard & Riley 1994). This
means that a two-dimensional model is sufficient to study the mechanism of the
superharmonic instability; however, a three-dimensional model is needed to investigate
the small scales produced by overturning and also to study the other possible unstable
modes with variation in the third dimension.

Horizontal and vertical velocities and density fluctuations along the centreline of
the interaction region are plotted in figure 9. The phase difference between the density
and vertical velocity fluctuations is π/2, as predicted by linear theory (Phillips 1966).
This phase difference was distorted by the emergence of the smaller scales which also
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Figure 10. Time series of each term in the energy equation (3.6), Rim = 2.5, Ke = 0.375, Pr = 7
and Re = 25 000. The higher modes develop from about T = 5.5. Dotted line is the total.

exhibited horizontal velocity fluctuations (figure 9b); smaller scales are clearly shown
in figures 9b, 9c and 9d.

Within a fixed volume V , the perturbation kinetic energy Ek is defined as

Ek =
ρo

2

∫
V

q2 dV , (3.5)

where q = (u, v). An equation for the time rate of change of the kinetic energy can
be obtained from the dimensional form of (2.7) and (2.8) (see e.g. Landau & Lifshitz
1987):

dEk
dt

= −
∮
S

[
pq +

ρo

2
q2q − q · τ

]
· n̂ dS −

∫
V

gρv dV −
∫
V

ε dV , (3.6)
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Figure 11. Comparison of the dissipation with the residual of the energy equation, Rim = 2.5,
Ke = 0.375, Pr = 7 and Re = 25 000. Because the computational grid size is much larger than the
Kolmogorov scale, the estimated dissipation is expected to be less than the actual value.

where q · τ is the vector with components uiτij , τij are the elements of the viscous
stress tensor τ , n̂ denotes the unit vector normal to the surface S enclosing V , and the
kinetic energy dissipation rate per unit volume ε is defined as

ε = τij
∂ui

∂xj
. (3.7)

The first term on the right-hand side of (3.6) is the rate change of kinetic energy
resulting from pressure work, advection, and viscous diffusion of energy across the
bounding surface S . The second term is the reversible rate of exchange with potential
energy, while the third term is the irreversible rate of conversion from mechanical
to internal energy through viscous dissipation. These terms are compared with the
time rate of change of kinetic energy in figure 10. As the wave packets entered the
interaction region (T ' 1), the kinetic energy, and all the other terms, began to
increase in amplitude and the small spatial scales formed leading to a growth in
dissipation. Between T = 1 and T = 5.5, the terms were purely periodic in time and
the frequency of oscillations remained the same. Higher modes developed from about
T = 5.5; these features are examined below using spectral analysis.

Because the quick scheme is dissipative it is important to verify that the numerical
dissipation was less than the physical dissipation. To do this we computed the residual
from the energy equation defined as

Residual =
d

dt

{
ρo

2

∫
V

q2 dV

}

−
{
−
∮
S

[
pq +

ρo

2
q2q − q · τ

]
· n̂ dS −

∫
V

gρv dV −
∫
V

ε dV

}
. (3.8)

From the curves shown in figure 11 it is clear that the numerical dissipation was only
a small fraction (< 16%) of the physical dissipation, the maximum being reached
once small scales had formed.

Density fluctuation spectra for locations inside the incoming ray, inside the outgoing
ray, and at three points inside the interaction region were used to examine the



Numerical study of internal wave–wave interactions 79

40

20

0

40

20

0

40

20

0

40

20

0

40

20

0
10–2 10–1 100 101 102

Incoming ray

Outgoing ray

Location A

Location B

Location C

Frequency (rad s–1)

S
pe

ct
ra

 f
or

 d
en

si
ty

 f
lu

ct
ua

ti
on

 (
kg

 m
–3

)2 /
(r

ad
 s

–1
)

B

C

A

Figure 12. Spectra for density fluctuations, Rim = 2.5, Ke = 0.1, Pr = 7 and Re = 25 000. The
locations in the interaction region are shown at the right-hand side. The higher modes are not
excited for the weakly nonlinear case.

mechanism of wave breaking inside the interaction region. The forcing frequency
was 0.7 rad s−1 and spectra were obtained for 0 6 T 6 10. Figure 12 indicates that
for lower Keulegan numbers, modes within the interaction region have the forcing
frequency and no excitation of modes is evident. However, for the larger Keulegan
numbers (figure 13) modes with a frequency of 1.4 and 2.1 rad s−1 were excited (see
also Teoh, Ivey & Imberger 1997 and Javam et al. 1995). Because these modes
were absent in spectra for lower Keulegan numbers (figure 12) the excited modes
must be due to nonlinear interaction. The frequencies of the excited modes were
greater than the local buoyancy frequency (1.1 rad s−1), and therefore the waves could
not propagate outside the interaction region, leading to an accumulation of energy
within the interaction region. The spectral energy inside the interaction region was
higher than that in the incoming ray, and the energy in the outgoing ray showed a
corresponding lower energy (figure 13).

Short-time Fourier distributions, for time interval ∆T = 2π/1600, for density
fluctuations at the locations A, B, and C illustrate that the higher modes developed
after time T = 5.5 (figure 14). It is interesting to note that the smaller length scales
formed at the time when the waves started to intersect (figure 15), whereas the higher
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for ten periods from the onset of the overturning, Rim = 2.5, Ke = 0.375, Pr = 7 and Re = 25 000.
The locations in the interaction region are shown at the right-hand side. The trapped energy excites
higher modes.

harmonics developed a few periods later. A sequence of two-dimensional wavenumber
spectra for the density fluctuations within the interaction region for the different times
are shown in figure 15. The internal waves generated by the momentum sources have
wavevectors of (5/2π, 6/2π) and (−5/2π, 6/2π). For the linear superposition of these
two waves, the resultant wavevector is expected to be (0, 6/2π) (equation (3.4)).
However, the following wavenumbers are represented in figure 15:

kx = 5/2π, 10/2π, 15/2π, 20/2π; ky = 6/2π, 12/2π, 18/2π, 24/2π.

The excited higher modes and larger wavenumbers are multiples of the primary
frequency ω and wavenumbers kx, ky (figures 13 and 15). Such modes do not satisfy
the conditions for resonant triad interaction (equation (1.1)). In addition, because
the spatial interaction developed much earlier than temporal interaction, a triad
interaction could not have formed. In our case nonlinear interactions produced
higher modes which were unable to propagate away as their frequencies were greater
than the buoyancy frequency N; these modes were trapped in the interaction region.



Numerical study of internal wave–wave interactions 81

Frequency (rad s–1)

12

11

10

9

8

7

6

5

4

3
10–1 100 101 102

Location A

12

11

10

9

8

7

6

5

4

3
10–1 100 101 102

Location B

12

11

10

9

8

7

6

5

4

3
10–1 100 101 102

Location C

T
im

e 
in

 w
av

e 
pe

ri
od

s

Figure 14. Short-time Fourier distribution for density fluctuations, Rim = 2.5, Ke = 0.375, Pr = 7
and Re = 25 000. The higher modes develop at time T = 5.5.

The subsequent build up of energy associated with this trapping led to overturning.
This mechanism was also demonstrated experimentally by Teoh et al. (1997).

A similar problem was studied experimentally by McEwan (1973). He showed that
energy was transferred to subharmonics with half the forcing frequency and with a
longer horizontal wavelength. The energy transfer was caused by the formation of
a parametric subharmonic triad instability. However, experimental results of Teoh
et al. (1997) and numerical simulations in this study show no sign of energy at this
frequency; instead, energy was transferred to the evanescent modes. An explanation
for the energy transfer to lower modes seen in McEwan’s (1973) experiment was
sought by conducting a numerical simulation of non-symmetric wave–wave interaction
similar to his experiments.

For these simulations the computational domain consisted of 348 × 232 uniform
cells with non-dimensional size of ∆x = ∆y = 2π/20 (figure 16). The dimensional
scaling is as follows: L = (λl + λr)/2, T = 2/(ωl + ωr) and N = 1.025 rad s−1, where
λl = 30.5 cm and ωl = 0.52 rad s−1 were wavelength and frequency of the left-hand-
side momentum source and λr = 16 cm and ωr = 0.68 rad s−1 were wavelength and
frequency of the right-hand-side momentum source. This choice resulted in Rim = 4.18,
Pr = 700 and Re = 32 500. Two cases were simulated, Ke = 0.05 and Ke = 0.225.
The density fluctuation spectra for three locations within the interaction region are
plotted in figure 17 for Ke = 0.05. No production of modes is visible within the
interaction region. However, as seen in figure 18, for the larger Keulegan number
Ke = 0.225 (nonlinear case) the multiples of the forcing frequencies (e.g. 2ωl =
1.04 rad s−1), divisions of the forcing frequencies including frequencies observed in
McEwan’s experiment (e.g. ωl/2 = 0.26 rad s−1) and the combination of the difference
frequencies (e.g. ωr−ωl = 0.16 rad s−1, 2ωr−ωl = 0.84 rad s−1, 2ωl−ωr = 0.36 rad s−1,
3ωr−2ωl = 1.0 rad s−1, 2(ωr−ωl) = 0.32 rad s−1 and (3ωr−2ωl)/2 = 0.50 rad s−1) were
all excited (see also Kistovich & Chashechkin 1991 and Chashechkin & Neklyudov



82 A. Javam, J. Imberger and S. W. Armfield

800

400

0

101

102 102

101

6000

4000

2000

0

101

102 102

101

12000

8000

4000

0

101

102 102

101

8000

4000

0

101

102 102

101

8000

4000

0

101

102 102

101

8000

4000

0

101

102 102

101

1200
(a) (b)

(c) (d)

(e) ( f )

S
pe

ct
ra

 f
or

 d
en

si
ty

 f
lu

ct
ua

ti
on

 (
kg

 m
–3

)2 /
(r

ad
 m

–1
)

2pk
y  (rad m –1)

2pk
y  (rad m –1)2pk x

 (ra
d m

–1 )

2pk x
 (ra

d m
–1 )

Figure 15. Two-dimensional wavenumber spectrum for the interaction region, Rim = 2.5,
Ke = 0.375, Pr = 7 and Re = 25 000. Times are (a) 2, (b) 3, (c) 4, (d) 5, (e) 6 and (f) 11.
Smaller wavenumbers develop at the time when they start to intersect.

1990). It is therefore clear that transfer of energy to lower modes, as observed by
McEwan (1973), only occurs for the non-symmetric case and cannot be expected in
the experiments of Teoh et al. (1997).

Makarov, Neklyudov & Chashechkin (1990) proved that different types of velocity
profiles are observed depending on the size of the source, buoyancy frequency and
viscosity. These profiles have been referred to as ‘unimodal’ and ‘bimodal’. Kistovich
& Chashechkin (1991) and Chashechkin & Neklyudov (1990) proved that internal
wave–wave interactions depend markedly on the internal structure of the beams.
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Figure 16. Velocity vector plots for the internal wave, Rim = 4.18, Ke = 0.05, Pr = 700 and
Re = 32 500; at time T = 12. Two non-symmetric momentum sources are used to generate internal
waves.
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Figure 17. Spectra for density fluctuations at three locations within the interaction region,
Rim = 4.18, Ke = 0.05, Pr = 700 and Re = 32 500. Harmonics are not excited.
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Figure 18. Spectra for density fluctuations at six locations within the interaction region, Rim = 4.18,
Ke = 0.225, Pr = 700 and Re = 32 500. Both superharmonic and subharmonic modes are excited.

They reported the excitation of the combination of difference frequencies within the
interaction region for the bimodal type. The ratio between the half-width {(rν)/[2(N2−
ω2)1/2]}1/3 that the beam would have for viscous waves from a point source, at distance
r from the source, and the half-width a that it would have for inviscid waves from an
extended source of radius a in the form of

{(rν)/[2(N2 − ω2)1/2]}1/3
a

determines whether a given profile is unimodal or bimodal. The profiles are markedly
unimodal when this ratio is larger than 0.4, and markedly bimodal when it is smaller
than 0.2. The ratio for our case is about 0.01 confirming that the profiles are bimodal.
Our early simulations and Teoh et al.’s (1997) experiments are also bimodal cases,
with equal frequencies and wavelengths of two sources. Figure 12(c) of Teoh et al.
(1997) and our results show the excitation of the divisions of the forcing frequencies
as well as the multiples. However, as pointed out by Teoh et al. (1997), the maximum
peak of the wave energy was at 2ω for the excited modes and wave energy at the
divisions was negligible.
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4. Conclusion

A two-dimensional finite volume code has been validated for the prediction of
internal wave dynamics in a stratified fluid. The code has been used to investigate the
generation, propagation, reflection, and interaction of internal waves. The scheme can
reproduce the behaviour of internal waves in a stratified fluid. The variation of wave
slope with Reynolds number and wave angle with nonlinearity have been accurately
predicted.

The model conserves energy. The interaction of the two symmetric internal wave
beams quickly formed small spatial scales and a little later higher frequency motions.
The energy was transferred to trapped higher modes by nonlinear interaction which,
with time, caused overturning of the density field. This instability did not result from
triad interaction, demonstrating that the triad interaction is not the only mechanism
for transferring energy between waves of different frequencies. For non-symmetric
wave–wave interaction both superharmonic and subharmonic modes were excited.

The analysis described above is a part of the first author’s PhD study at the
Department of Environmental Engineering, The University of Western Australia.
Extensive computer resources were provided by the Centre for Environmental Fluid
Dynamics (CEFD). The first author wishes to thank the Ministry of Jihade Sazandegi
for providing a Scholarship and the CEFD for additional financial support.
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